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Abstract— We present word-parallel digital associative memories with
exact Hamming/Manhattan distance computation. A logic-in-memory dig-
ital implementation achieves the word-parallel and hierarchical search ar-
chitecture. It attains a high-speed operation with a large input number, and
detects the data close to the input with a fewer number of clocks. The circuit
implementation allows unlimited data capacity and achieves a low-voltage
operation under 1.0 V for system-on-a-chip applications. The capacity scal-
ability makes it easy to compute a function of Manhattan distance evalua-
tion using thermometer encoding. We have designed 64-bit 32-word asso-
ciative memories using a 1P5M 0.18 µm CMOS process. It achieves 411.5
MHz and 40.0 MHz operations at a supply voltage of 1.8 V and 0.75 V,
respectively.

I. I
Some applications, such as data compression, pattern recog-

nition, multi-media and intelligent processing, require consid-
erable memory access and processing time. Therefore, context
addressable memories have been developed to reduce the access
and data processing time for nearest-match detection [1]–[5].
Their circuit implementations are compact since they employ
analog circuit techniques for Hamming/Manhattan distance es-
timation. However, there are difficulties in operating them with
faultless precision in a deep sub-micron process (DSM) and at a
low-voltage supply. Moreover, the feasible data capacity is lim-
ited by the analog operation. Therefore, they are not suitable for
a system-on-a-chip VLSI in DSM process technologies.

We have proposed a hierarchical search architecture capable
of word-parallel Hamming/Manhattan distance computation [6].
It has three principal advantages: (1) The first advantage is that
the hierarchical search architecture enables a high-speed search
in a large database. The search clock period is limited by O(

√
N)

or O(logM) at anN-bit M-word data capacity. In addition, the-
oretically there are no limitations on the data patternsM, the bit
lengthN, and the data distanceD. (2) The second advantage is a
low-voltage operation in a DSM process. The circuit implemen-
tation has a tolerance for device fluctuation and allows a low-
voltage operation of less than 1.0 V, which is difficult to attain
using the conventional analog approaches. (3) The third advan-
tage is that it provides additional functions for associative pro-
cessing. The present architecture provides data addresses with
the exact Hamming/Manhattan distance in the sorted order.

II. H  A  C D
We propose a logic-in-memory architecture using word-

parallel search signal propagation via chained search circuits.
The Hamming distance search operation includes data compar-
ison, search signal propagation, and mismatch masking. First,
an input is compared with all the template data using an XOR
gate in bit parallel. Then, the mismatch bits are counted with the
chained search circuits in word parallel as shown in Fig.1. The
template data are divided into blocks and connected by hierar-
chical nodes as shown in Fig.2 since the search clock period is
limited by the search signal propagation via the chained search
circuits. The hierarchical node provides a permission signal to
the next block and the next hierarchical node. The permission
signal makes a mismatch bit maskable.
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Fig. 1. Circuit configurations of an associative memory cell: (a) using a static
circuit implementation, (b) using a dynamic circuit implementation. (SRAM
part of even-numbered cell is omitted)
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Fig. 2. Block diagram: (a) associative memories, (b) a hierarchical word struc-
ture.

III. C I
We have designed 64-bit 32-word associative memories with

a static circuit implementation shown in Fig.1 (a) using a 1P5M
0.18 µm CMOS process1. Fig.3 shows the chip microphoto-

1The VLSI chip in this study has been fabricated through VLSI Design and
Education Center (VDEC), University of Tokyo in collaboration with Hitachi
Ltd. and Dai Nippon Printing Co.
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Fig. 3. Chip microphotograph and CAM cell layouts.

0.00 2.00 4.00
Time (ns)

S
ig

na
l l

ev
el

 (
a.

u.
)

6.00

CLKCLK SOiSOi

critical path delay
2.18ns

critical path delay
2.18ns

Fig. 4. Measuredwaveforms of the search signal propagation.

graph and the cell layouts. It also contains 64-bit 2-word asso-
ciative memories with a dynamic circuit implementation shown
in Fig.1 (b) for the feasibility test. A two-stage hierarchical
structure is implemented as shown in Fig.2 (b). The number of
blocks and each bit length are optimally designed to minimize
the critical path since the number of hierarchical nodes on each
propagation path is different.

IV. M  R
Fig.4 shows measured waveforms using an electron beam

probe at room temperature. The delay time of search signal
propagation is 2.18 ns in the worst case. The associative memo-
ries are capable of Manhattan distance computation using a ther-
mometer encoding technique [5] in addition to Hamming dis-
tance computation. Fig.5 shows function test results of Manhat-
tan distance computation. The operated clock cycles represent
the distance of the detected data. Therefore, all the data are de-
tected in the sorted order of the Hamming/Manhattan distance.
Furthermore, the associative memories provide the detected data
addresses with the strictly exact Hamming/Manhattan distance
regardless of the bit length, the number of words, and the data
distance. This feature is important to ensure high capacity scal-
ability and high reliability in distance computation.

The measurement results show that the operation speed is
411.5 MHz and 40.0 MHz at a supply voltage of 1.8 V and
0.75 V, respectively. Fig.6 (a) shows the operation speed as a
function of a supply voltage from 0.75 V to 1.8 V. The total
search time increases in proportion to the distance of detected
data. For example, the nearest-match detection is completed in
17 clock periods (i.e. 41.3 ns) when the nearest-match data has
a 16-bit distance from an input. The worst-case operation of
nearest-match detection or data sorting requires 65 clock peri-
ods, thus, it takes 158.0 ns. Fig.6 (b) shows the relation between
the search clock period and the data capacity. The hierarchical
search architecture maintains a high-speed search operation in a
large database. Table I summarizes the chip specifications.
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Fig. 6. Performance evaluation: (a) operation frequency vs. power supply
voltage, (b) data capacity vs. search clock period.

TABLE I

C .

Process 1P5M 0.18µm CMOS process
Power Voltage Supply 0.75 V – 1.8 V
Capacity 64 bit× 32 word
Module Size 475µm × 1160µm (0.55 mm2)
Measured Operation Speed 411.5 MHz (@ 1.8V)

40.0 MHz (@ 0.75V)
Max. Search/Sorting Time 158.0 ns (0-bit to 64-bit HD)
Power Dissipation 51.3 mW (@ 1.8V, 400MHz)

1.18 mW (@ 0.75V, 40MHz)

V. C
We have proposed a new concept and circuit implementa-

tion of high-speed and low-voltage associative memories with
exact Hamming/Manhattan distance computation. A hierarchi-
cal search architecture attains a high-speed search operation in
a large database. The digital circuit implementation enables a
high tolerance for device fluctuation and a low-voltage operation
under 1.0 V. Furthermore, it is capable of a continuous search
operation for data sorting in addition to the traditional nearest-
match detection. We have designed 64-bit 32-word associative
memories using a 0.18µm CMOS process. It achieves 411.5
MHz and 40.0 MHz operations at a supply voltage of 1.8 V and
0.75 V, respectively.
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