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with faultless precision in a large input number. We also propose a|p;[00010001 Yo 8 % ddress
scalable multi-chip architecture which attains fully chip- and word- 01111011 Din®D3 R
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associative memories. We have designed and fabricated a prototypg T TTY ) Din®DM | 2nd nearest (HD=2) | comp.

chip with 64 bitx 32 word memories using a 0.8 CMOS process.
The measurement results show that the operation achieves a speed of
411.5 MHz at a supply voltage of 1.8 V. The worst-case search tinfdd. 1. Operation diagram of the fully digital and word-parallel asso-
is 158.0 ns for 64-bit 32-word stored data. In a low-voltage operatiofiative memories.
the operation speed achieves 40.0 MHz at a supply voltage of 0.75 V.
. ity decision circuits attains high capacity scalability. The third
Introduction advantage is a low-voltage operation in a DSM process. The

Some app”cationS, such as data Compression, pattern recog:'jﬁcuit implementation has a tolerance for device fluctuation
tion, multi-media and intelligent processing, require considefnd allows a low-voltage operation of less than 1.0 V, which
able memory access and data processing time. Therefore, cindifficult to attain using the conventional analog approaches.
text addressable memories (CAMs) [1]-[2] have been develhe fourth advantage is that it provides additional functions
oped to reduce the access and data processing time for defi§-associative processing. The present architecture provides
tion of complete-match data. In recent years, many advanc@gta addresses in the sorted order of the exact Hamming dis-
applications require a search operation for not only completéance. Therefore, it enables high-speed data sorting in addi-
match data but also n¢aearest-match data. Conventional astion to nearest-match detection for conventional use. We have
sociative memories that employ analog circuit techniques ha@€signed 64-bit 32-word associative memories using a 1P5M
been proposed for quick nearest-match detection [3]-[6]. Thé¥18 um CMOS process and have successfully demonstrated
circuit implementations are generally compact, however thefg€ high-speed distance computation and the low-voltage oper-
are dificulties in operating them with faultless precision in gtion with faultless precision.
deep sub-micron (DSM) process and at a low-voltage supply. ) , )
Morgover, the fea(sible égta capacity is limited by tk?e angIF:)é Word-Parallel and Hierarchical Search Architecture
operation. Therefore, they are not suitable for a system-on-¥e propose a logic-in-memory architecture using word-
chip VLSI in DSM process technologies. parallel search signal propagation via chained search cir-
In this paper, we report digital associative memories baseaits. The Hamming distance (HD) search operation includes
on Hamming distance and a scalable multi-chip architecturdata comparison and search signal propagation with mismatch
We have proposed a hierarchically chained search architectumasking as shown in Fig.1. First, an inpilj{) is compared
embedded in memories [7]. It has four principal advantages asth all the stored dataldy, D;,...Dy) using an XOR gate in
follows. The first advantage is that the hierarchical search auit parallel. Then, the number of mismatch bits is counted by
chitecture enables a high-speed search in a large database. fhigechained search circuits in word parallel. The search circuit
search cycle time is limited by G(N) and O(logM) at anN-bit  is also embedded in a memory cell and controls the search sig-
M-word data capacity. Although the total search time increases propagation based on the comparison resiits& Dy).
in proportional to the bit length, it reduces the number of clockStored data are divided into blocks and connected by hierar-
for nearest-match detection in practical use since it providescaical nodes as shown in Fig.2 since the search cycle time is
result for the data close to the input with a fewer number dimited by the search signal propagation via the chained search
clocks. The second advantage is no theoretical limitations aircuits. A hierarchical node provides a permission signal to
the data pattern$/, the bit lengthN, and the data distance the next block and the next hierarchical node. The permission
D due to the synchronous search operation. Moreover, the pgignal makes a mismatch bit maskable.
posed multi-chip architecture using pipelined binary-tree prior- Search signals (SS) are simultaneously injected to all blocks.
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Fig. 2. Hierarchical chained search architecture and operation diagram

in a case of HD= 2.
Hamming distance of the detected data. For example, the data

T lw WBM BMW WB?II with HD = 2 are detected in the clock period 2 as shown in
1 —5*" ‘4{ 1 : _,J__\_—E*" '4{ 1 Fig.2. In this manner, the data with HB n are detected in
_.—\_}_ - — }_ - then-th clock period. Thus, the search operation can detect not
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— Vo 1 can be detected in order of Hamming distance. Fig.3 (a) shows
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Scalable Multi-Chip Architecture

The search signal passes through match bits via the seafif.4 shows a hierarchical multi-chip structure using a binary-
circuits. Some propagations are interrupted at the firstree pipelined priority decision (PPD) circuit. All CAM chips
encountered mismatch bit. The others pass to the hierarchre hierarchically connected via PPD nodes as shown in Fig.4
cal nodes and update the permission signals for the next blo@. A CAM chip that detects data of HB D during theD-

and hierarchical node as shown by the clock period 0 in Fig.th clock period provides an activation signaict,) to a PPD

In this period, the data with HBG= O are detected since the node. The activation signal is generated by an intra-chip com-
search signal is provided from the last hierarchical node witlpletion signal. The hierarchical PPD nodes transfer the activa-
out any interruption. Only one mismatch bit, which interruptdion signals to the next stage while it determines which one is
the search signal propagation and receives a permission sigagbriority result. Finally, they return the priority decision re-
from the previous hierarchical node, becomes maskable in eaghits (MPO,) to the CAM chips. The additional latency for
word. During the next clock period, the search signal restartee multi-chip structure is a logarithmic order of the number of
from the masked bit and updates the permission signals agathips. A PPD node is embedded in a CAM chip as shown in
It must be noted that the operated clock cycles represent thgy.4 (b). Therefore, all CAM chips are implemented by the
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Fig. 6. Timing diagram of PPD circuit in case of 8 chips. Fig. 8. Chip microphotograph and memory cell layouts: (a) static

circuit implementation, (b) dynamic circuit implementation.

same circuit configuration. This feature enables a multi-chip
structure without any additional processor chip. multi-chip structure with eight chips. The completion signal is

_Th_e intra-chip priority decision is cgrrle_d outbya b'r_‘ary'treﬁ)rovided to each chip along a return path.
priority address encoder as shown in Fig.5 (a). An inter-chip
PPD circuit is designed based on the binary-tree priority deci-
sion circuit. A PPD node consists of a priority decision cell, an
ID decoder, and register Hers as shown in Fig.5 (b). A prior- We have designed 64-bit 32-word associative memories with
ity decision cell has three inputBif) and three outputsPput)  the static circuitimplementation using a 1P5M 048 CMOS
in a similar configuration to the intra-chip priority decision cir-process. Fig.7 (a) illustrates a block diagram of the associative
cuit. In the intra-chip priority decision circuit, an input Bin, memories. Fig.8 shows the chip microphotograph and the cell
is also used for a return path from the upper hierarchical levd@youts. The associative co-processor is composed of a 64-bit
On the other hand, the inter-chip priority decision circuit loseg§2-word associative memory array, a memory feeite cir-
the original input ofPin, since the operations are pipelined.cuit with data bifers, a word address decoder, and a 32-input
Therefore, an input dPin, is bufered by shift registers in each priority encoder with detected data selectors. A two-stage hi-
PPD node. The shift registers are prepared according to tRgarchical structure is implemented as shown in Fig.7 (b). A
maximum number of chips. The number offfar stages is set hierarchical node is achieved by a 2-input AND gate. In the 2-
by the chip ID since the return path length isfeient for the stage hierarchical structure, the number of hierarchical nodes
hierarchical levels. Fig.6 shows a timing diagram of the inteton each propagation path isfidrent. Therefore, the number
chip PPD circuit. The number of Her stages can be deter-of blocks and each bit length need to be optimized for the min-

mined by the least true bit of a chip ID because of a binary-tree 1The VLSI chip in this study has been fabricated through VLSI Design and

structure. An inter-chip completion signICOy, is acql*_'ired Education Center (VDEC), University of Tokyo in collaboration with Hitachi
by Pout. of the top node, for examplé&out; of CAM#4 in a  Ltd. and Dai Nippon Printing Co.

Chip Implementation




(a) (b) Bit length N (bit TABLE Il Prototype specifications.
.18 12 0 200 400 600 8Q0 1900 Process 1P5M 0.18m CMOS process
21.6 411.5MHz@1.8V-"" ‘8’8.0 Messured resyl Power Voltage Supply 07V-18V
214 oass 20 ; -~ ) Organization 64 bik 32 word memory cells
210 > e O per axis) Functions Nearest-_match detection
5 34.0 Data sorting
§ 1.0 = ___— Module Size 47%m x 1160um (0.55 mm)
08 7. 40.0MHz@0.75V_{ 82,0 P Sath S Num. of Transistors 88.5k transistors
0 1('):0reqngr?C (3'\232) 400 @ 0O NZOO 400 600 800 1000 Memory Cell Size 9.¢:im x 13.6um (130.56un?)
y um. of words M (word) Operation Speed 411.5 MHz (@ 1.8V, measured)
Fig. 9. Measurement results: (a) operation frequency vs. power supply 40.0 MHz (@ 0.75V, measured)
voltage, (b) data capacity vs. search clock period. Worst-Case Search Time  158.0 ns (0-bit to 64-bit distance)
TABLE | Estimated area of the associative memories. Power Dissipation 151189;,1?\/\/\2((;@2)172\\: jgl(\)/ll\l/-llg)Z)
Database capacity Area (Module size) :
4K (64 bx 64) 0.98 mn? (0.79x 1.24)
16K (128 bx 128) 3.02 mnf (1.40x 2.16) unstable in a low-voltage operation. The present search results
64K (256 bx 256) | 11.05 mnf (2.63x 4.20) are strictly exact regardless of the power supply voltage. This
256K (512 bx 512) | 38.34 mnf (5.08x 7.55) feature contributes to not only a low power operation but also
1M (1024 bx 1024) | 146.40 mri (10.00x 14.64) the suitability to a system-on-a-chip application. Table Il sum-

marizes the chip specifications.

imum critical path. We have also designed a 64-bit 2-word
associative memory using dynamic circuit implementation for S _
feasibility and performance evaluation. The memory cell aré@/e have proposed a new concept and circuit implementation

is 13.6x 9.6 um? and 8.8x 7.2um? in the static and dynamic ©f high-speed and low-voltage associative memories with ex-
circuit implementations, respectively. act Hamming distance computation. A hierarchical search

architecture attains a high-speed search operation in a large
database. The digital circuit implementation enables a high tol-
erance for device fluctuation and a low-voltage operation un-
The measurement results show that the operation speed is 41dep 1.0 V. Furthermore, it is capable of a continuous search
MHz and 40.0 MHz at a supply voltage of 1.8 V and 0.75 Vpperation for data sorting in addition to the traditional nearest-
respectively. Fig.9 (a) shows the operation speed as a functigfatch detection. The proposed hierarchical multi-chip archi-
of a supply voltage from 0.75 V to 1.8 V. The total search timgecture realizes high capacity scalability by taking advantage
increases in proportion to the distance of detected data. Fgfrthe digital associative memories. We have designed 64-bit
example, the nearest-match detection is completed in 17 clogk-word associative memories using a uiBCMOS process.
periods (i.e. 41.3 ns) when the nearest-match data has a 16tpchieves 411.5 MHz and 40.0 MHz operations at a supply
distance from an input. The worst-case operation of nearegpitage of 1.8 V and 0.75 V, respectively.

match detection or data sorting requires 65 clock periods, thus,
it takes 158.0 ns. Fig.9 (b) shows the relation between the
search clock period and the data capacity. The hierarchical
search architecture maintains a high-speed search operation )

Conclusions

M easurement Results and Discussions
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